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ABSTRACT
Autistic Spectrum Disorder (ASD) is a mental disorder that retards acquisition of linguistic, communication, cognitive, and social skills and abilities. Despite being diagnosed with ASD, some individuals exhibit outstanding scholastic, non-academic, and artistic capabilities, in such cases posing a challenging task for scientists to provide answers. In the last few years, ASD has been investigated by social and computational intelligence scientists utilizing advanced technologies such as machine learning to improve diagnostic timing, precision, and quality. Machine learning is a multidisciplinary research topic that employs intelligent techniques to discover useful concealed patterns, which are utilized in prediction to improve decision making. Machine learning techniques such as support vector machines, decision trees, logistic regressions, and others, have been applied to datasets related to autism in order to construct predictive models. These models claim to enhance the ability of clinicians to provide robust diagnoses and prognoses of ASD. However, studies concerning the use of machine learning in ASD diagnosis and treatment suffers from conceptual, implementation, and data issues such as the way diagnostic codes are used, the type of feature selection employed, the evaluation measures chosen, and class imbalances in data among others. A more serious claim in recent studies is their development of a new method for ASD diagnoses based on machine learning. This article critically analyses these recent investigative studies on autism, not only articulating the aforementioned issues in these studies but also recommending paths forward that enhance machine learning use in ASD with respect to conceptualization, implementation, and data. Future studies concerning machine learning in autism research are greatly benefitted by such proposals.
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Introduction

Autism Spectrum Disorder (ASD) is a brain development disorder that limits certain communication and social behaviors from natural growth. In fact, its causes have been linked to genetic and neurological factors. Notwithstanding its genetic roots, ASD is mainly diagnosed utilizing behavioral indicators such as social interaction, imaginative ability, repetitive behaviors, and communication among others. Children with ASD encounter more serious early developmental difficulties compared to other infantile groups. Those behavioral challenges vary and include difficulties in responding to sensory information (hearing, smelling, tasting, etc.), lagging language acquisition and difficulties in communicating, impacting early learning, and causing a difficult time in interacting with others. The study conducted by Wiggan et al. found that 33% of children with difficulties other than ASD have some ASD symptoms while not meeting the full classification criteria.
ASD is diagnosed clinically by evaluating three behavioral domains (American Psychiatric Association, 2000):

- Communication and language
- Reciprocal social interaction
- Restricted activities

There have been a number of clinical and non-clinical diagnosis methods for ASD. Examples of clinical diagnosis methods are Autism Diagnostic Observation Schedule-Revised (ADOS-R) and Autism Diagnostic Interview (ADI) among many others. Further utilized were self-administrated or parent-based non-clinical methods such as the Autism Quotient Trait (AQ) and Social Communication Questionnaire (SCQ). Most existing clinical ASD diagnostic instruments have shown competitive performance, such as ADOS-R and ADI-R which have derived acceptable sensitivity, specificity, and validity results in several experimental research studies. Yet the vast majority of those studies rely on handcrafted rules that employ mathematical summation formulas of scores to come up with the appropriate diagnosis. Therefore, they require extremely careful use and necessitate the availability of expert clinicians in addition to accuracy. More importantly, the majority of existing ASD diagnostic tools require substantial time to produce a complete diagnosis.

To improve the diagnosis process of ASD, researchers have recently started to adopt machine learning intelligent methods. The primary purposes of these machine learning studies on ASD was to improve diagnosis time of a case in order to provide quicker access to health care services, improve diagnosis accuracy, and reduce the dimensionality of the input dataset so as to identify the highest ranked features of ASD.

Machine learning is a research field that integrates mathematics, artificial intelligence, search methods, and other sciences to derive accurate predictive models from datasets. Machine learning methods such as neural network, support vector machine, decision trees, and rule based classifiers are automated tools which normally require minimal human involvement during data processing. Examples of software packages that have embedded machine learning methods are R, Scikit-learn, Statistics and machine learning MATLAB toolbox, and WEKA among others. Since the diagnosis process of a case involves coming up with the right class (ASD, No-ASD) or so called "Best estimate clinical” (BEC), based on input case features, then this process can be seen as a predictive task in machine learning. In other words, ASD diagnosis process is a typical classification problem where the clinician is trying to build an automated model (classifier) using machine learning to guess whether a case is ASD or not. This classifier is usually constructed from an input dataset (former cases who were with and without ASD classified by a typical diagnostic tool), and then evaluated on independent test instances (new cases) to measure its effectiveness in predicting the type of diagnosis. Overall, the diagnosis process in autism research is a classification task (See Figure 1 in Section 2) for further details.

This research article investigates recent studies on machine learning in clinical and non-clinical ASD. More importantly, we critically evaluate improvements in these studies related to

- Development of new machine learning methods for ASD classification
- ASD diagnostic time reduction and minimizing the number of features
- Improving classification, accuracy, specificity, and sensitivity
- Differentiating ASD from Attention Deficit Hyperactivity Disorder (ADHD) cases

Moreover, we highlight noticeable conceptual, implementation, and evaluation downsides along with result discrepancies within the recent studies. Findings of this article can be utilized by future studies in intelligent data analysis and the behavior sciences to understand the sensitivity of employing machine learning in diagnosing autism. More importantly, we present the necessary steps that must be taken into account when machine learning is adopted for constructing predictive ASD
models. In particular, these include data pre-processing, algorithms integration within exiting ASD diagnostic tools, building and accessing a benchmarked data repository, examining ASD as a multi-level classification, establishing classifiers as rules set, balancing classes and sampling, and evaluating measures among others. Overall, the adoption of machine learning in autism research is promising yet the claim of proposing a new classification algorithm must be justified with appropriate steps that lead to on the fly diagnosis of test cases. This is unlike most studies which isolate the problem to just training from a dataset and coming up with a standalone predictive model that has yet to be integrated in an autism screening tool.

There have been a limited number of reviews on the utilization of machine learning in the study of autism. Nevertheless, most reviews covered one or limited aspects of ASD (the role of classification during the diagnosis process, application of a certain machine learning class of algorithms, differentiating between features of autism and ADHD, identifying small sets of features to shorten diagnosis time among others). For instance, Pratap, et al., Wall et al., and Bone et al., and Lopez Marcano, reviewed the applicability of different algorithms such as Neural Network and Tree models (decision tree, random forest) to shorten time of ASD diagnostic process. Bone et al., and Bone et al., synthesized and re-examined the results and the methodology of Wall et al., using the same algorithms. The authors highlighted a number of pitfalls including discarding hard to classify cases resulting in biased accuracy, absence of real clinical environment during the evaluation process, the use of incomplete ASD codes to build the classification system. Duda et al., and Chu et al., conducted an experimental review comparing six machine learning algorithms in order to determine the best fitting model for ADHD and ASD. Wolfers et al., reviewed common problems related to psychiatric disorders including small sample sizes, external validity and machine learning algorithmic challenges without a clear focus on autism. This research however, goes beyond most earlier studies by considering new issues related to application of machine learning to autism such as the importance of interpreting the classifiers derived by the machine learning algorithm, the availability of datasets, the characteristics of feature selection process, and detailed description of data selection, processing, analysis and interpretation. More importantly, we show what it takes to embed an intelligent classification algorithm within an existing diagnostic tool.

This article is structured such that section 2 critically analyses related works on machine learning that are linked with ASD, while section 3 presents the major issues related to machine learning, ASD studies, and ways forward to resolving them. Lastly, conclusions and further research are presented in section 4.
Machine learning studies on autistic spectrum disorder

ASD diagnosis as a classification problem

Figure 1 exhibits the ASD classification problem in machine learning, the input utilizing a training dataset of cases and controls that have already been diagnosed. Usually, the cases and controls have been generated using a screening tool such as ADOS-R, ADI-R, etc., in a clinic and administered by a behaviorist, clinical psychologist, or a licensed clinician specialized in that tool. Once the training dataset is identified, then an optional step to reduce data dimensionality by selecting a smaller set of features can be implemented. The aim of this step can vary and is not limited to simplifying the problem, identifying the best ASD features, reducing computing resources used during the data processing, etc. Noise removal is the next step, is also optional, and relies on factors such as the machine learning methods’ tolerance to noise. Noise can be missing values, duplicate records, data balancing, etc. For instance, most of the current studies have employed sampling to improve data issues such as the diagnosis type (class) imbalance in the dataset.

Two common types of sampling can be performed in binary classification (two class problem): Over-sampling or under-sampling. Over-sampling samples instances from the larger frequency class equal to those of the other class. While under-sampling samples instances from the minority class until both classes numbers of instances are somehow balanced.

Once pre-processing the data is completed a machine learning algorithm can be applied. Currently, researchers normally employ ready software packages such as R and WEKA to accomplish this task by loading the processed dataset and then choosing the machine learning algorithm. The outcome of this phase is different measures that the end user can use to evaluate the effectiveness of the chosen machine learning method on guessing the type of diagnosis. Examples of the evaluation measures are accuracy, processing time, false positive rates, false negative rates, true negative rate, etc. Often these evaluation measures are embedded within the machine learning software package.

The process of ASD diagnosis described in Figure 1 elaborates the necessary steps taken to decide the type of diagnosis used in machine learning. However, this process must be integrated into an existing screening tool in order to be utilized by the appropriate domain expert. This scenario is still under researched and has not yet been implemented. In other words, none of the existing ASD screening tools actually contain a machine learning diagnosis algorithm that experts are using to come up with the appropriate ASD diagnosis type. The classification process in machine learning should be automated rather than static, and without appending the machine learning algorithm in an existing screening tool the automation process is incomplete.

Overall, below are the necessary requirements to perform diagnosis using machine learning:

1. Input: A dataset with controls and cases
2. Process: A machine learning algorithm embedded in a diagnostic tool to help build a predictive model for ASD classification
3. Output: A predictive model that forecasts the diagnosis type for test data.
4. A licensed expert to administer the process and verify the outcome of the predictive model and derive a final decision

The optional steps that may help in the outcome quality or improve process efficiency:

1. Feature selection
2. Noise minimization in the input dataset as well as other processes such as sampling for data balancing, missing values treatment, etc.
Evaluation measures used in ASD problem with machine learning

Normally, the predictive model derived by machine learning is assessed with a number of evaluation measures. For a binary classification problem (ASD, No-ASD) as the basic form of the classification problem, Table 1 shows the possible answer for a test case prediction. Classification accuracy (Equation 2) is one of the most common evaluation measures. Using this measure, we can identify the number of test cases that have been correctly classified from the total number of test cases. Sensitivity (Equation 3) identifies the ratio of the test cases that have truly ASD (true positive rate) whereas specificity (Equation 4) is the ratio of the test cases who do not have ASD (true negative rate).

\[
\text{One_error}(\%) = 1 - \text{Accuracy}
\]

\[
\text{Accuracy}(\%) = \frac{|TP + TN|}{|TP + TN + FP + FN|}
\]

\[
\text{Sensitivity}(\%) = \frac{|TP|}{|TP + FN|}
\]

\[
\text{Specificity}(\%) = \frac{|TN|}{|TN + FP|}
\]

ROC, an acronym for Receiver Operating Characteristic,\(^{29}\) can be utilized as an evaluation measure for the machine learning models. ROC is a function that contrasts FPs (x-Axis) and TPs (Y-Axis) of the models derived graphically. Poorly performing models can be represented on ROC as equal points of FPs and TPs, respectively; whereas an FP of 0 and a TP of 1 is ideal performance on the ROC graph.

Another recently developed measure to overcome the class imbalance problem in data that was used in Duda et al.,\(^{13}\) is called Unweighted Average Recall (UAR).\(^{30}\) This evaluation measure considers the mean of sensitivity for one class and the mean specificity for the other class together. This method is normally exploited since it signifies the class labels regardless of the number of instances that they possess.

Cross-validation\(^{17}\) is a testing method existed in machine learning to examine the predictive models and to produce its effectiveness. It starts by splitting the training dataset into N partitions, i.e. often N is set to 10. The model is then trained on N-1 partitions and tested on the holdout partition. This procedure is repeated N times by randomly partitioning the training dataset. Finally, the average accuracy of the model is derived from the N runs. When the data is split, random shuffling with class representation is done to make instances for each class to exist in each partition. This process is called stratification, hence the testing method being known as stratified cross validation.

**Literature review**

A well-known clinical diagnosis method in ASD research that has been widely used is ADOS-R.\(^{5}\) This method relies on four different modules embedded within a computerized tool which evaluates the individual’s language communication ability. There are four main modules developed in ADOS-R for children and adults in which each is applicable to a certain demographic based on behavioral and language levels, and can range from verbally fluent to non-verbally fluent. Usually the examiner selects the right module for each case under examination based on two factors: chronological age and
language proficiency. For instance, module 1 is designed for cases that do not regularly utilize phrase speech such as young children. Wall et al. and Wall et al. claimed that machine learning methods such as decision trees can be employed to construct a model that contains a less number of features than items found using ADOS-R (Module 1). Therefore, the time associated with the medical diagnosis is shortened without negatively influencing sensitivity, specificity, and validity of the test. The authors sought to identify the least number of items in ADOS-R to classify ASD cases via constructing decision tree classifiers in WEKA by using information gain filtering. In particular, they have applied a number of machine learning methods (decision tree based) on an ASD dataset aiming to identify the best classifier.

The dataset used was downloaded from the Autism Genetic Resource Exchange (AGRE) repository. It consisted of 612 individuals with autism and 11 cases along the non-autism spectrum. The authors only maintained two class labels, autism and non-autism, and discarded all data examples that had over 50% missing values. After applying a number of decision tree based algorithms on the ASD classification dataset, the results revealed that the best classifier in sensitivity, accuracy, and specificity contained rules involving only eight features. They concluded that ADOS-R can only apply eight features effectively, rather than the complete set of twenty-nine features in Module 1. Nevertheless, the results produced are algorithm specific since those eight features are only presented in the Alternating Decision Tree algorithm (ADTree) and only for the specific dataset used in the experiment. In other words, if we apply other machine learning algorithms such as associative classification, rule induction, or neural network, the number of features appearing in classifiers may definitely vary. A better approach toward achieving less numbers of features should involve investigating the significance of complete feature sets on classification performance using filtering and wrapping methods. This may derive smaller features sets that are generic and not algorithm or data sensitive. One clear shortcoming of the dataset(s) used is the fact that it is clearly unbalanced and a third class/category of ASD was discarded by the authors which may simplify the problem to either severe autism or no autism at all.

The process of clinical diagnosis of ASD can be lengthy since it may vary among examined cases alongside other obstacles associated with the diagnoses process in the health care system. Allison, et al., investigated shortening the time linked with self-administrated ASD pre-diagnosis in medical family clinics. Their aim was to enable medical care staff, including physicians, nurses, and other clinical staff, to utilize at most ten features/questions as a form for quick clinical referrals of potential ASD cases. The authors then analyzed different versions of current self-administered or parent assisted ASD screening tools, which included

- Quantitative Checklist for Autism Toddlers (Q-CHAT)
- Autism Spectrum Quotient (AQ) (3 versions)
- Adult
- Adolescent
- Child

Samples of controls as well as ASD cases have been utilized to validate different ASD traits in the three evaluated screening methods. The authors have exploited web-based recruitment besides already collected data by their research group to measure the significance of each trait. The data of the controls as well as the cases have been split into training and validation sets respectively. The significance of a trait was computed using a discrimination index which corresponded to the rate of positive cases for a trait, i.e. T, in the training set from T rate, derived from the control training set. Different evaluation measures including specificity, sensitivity, and “Area under Curve” (AUC) of the predictive validity have also been adopted in the experiments. The top ten traits with discrimination scores have been selected, and the results of the selected traits showed competitive performance with respect to the abovementioned measures when compared with results obtained from the complete set of traits for each screening method. The authors concluded that these ten questions
traits) can only be used to refer to suspected cases of ASD for full clinical screening and cannot be relied on for a formal ASD diagnoses.

Few limitations are associated with this study, mainly most cases being recruited during data collection and therefore are aware of ASD potentially creating biased results. More importantly, we believe that despite the promising results achieved by Allison, et al., using only a discriminative factor is not sufficient to measure the significance of a code or feature in a screening method. There should be deeper evaluation on each feature within a large collection of sample cases and controls. This will shift the problem to identifying smaller sets of features as clusters. Each cluster contains features with a common relationship that may guide the diagnosis algorithm when building classification models using machine learning. Therefore, we need to draw termination points that split features into groups. These groups may overlap in features where a feature or code such as “x” can possibly belong to multiple clusters. This is since data cases of ASDs inside the original dataset overlap in traits, and the new ASD published criteria of the DSM-5 have similarities in sub-category items (codes) (A’s-items, B’s-items, etc.).

A pre-processing phase for splitting data objects into unambiguous and boundary objects for data collected from ASD diagnostic sheets has been proposed in Pancer and Derkacz. The idea was to differentiate between data objects that may belong to more than a single class (boundary objects) and data objects which clearly belong to an obvious class or non-overlapping data objects (unambiguous), and then each set of data objects will be trained to derive a classifier. The authors adopted the concept of a decision table from rough set theory and computed the objects belonging to either boundary or unambiguous sets using a consistency factor. More details on the mathematical notations of the consistency factor can be found in Pancer and Derkacz. Seventy hard copy ASD diagnosis sheets that contain 17 different sections and 300 items have been transformed into a soft copy data file. We believe that these sheets correspond to DISCO screening items. Each item then has been given four possible values (0-not performed, 25-performed after physical help, 50-performed after verbal help, 100-performed unaided). Finally, a consistency factor per data case has been computed to place the data case to the right data type (either boundary set or unambiguous set). No learning phase has been involved or automatic case classification, and therefore this article can be seen as a first step toward automatic classification using machine learning since it only handles pre-processing of data cases related to DISCO screening tool.

Duda, et al., applied six machine learning algorithms to distinguish ASD from ADHD cases on a real dataset consisting of 2925 cases (2775 ASD cases and 150 ADHD cases). The authors’ purpose of the study was to minimize the time of pre diagnosis for ADHD and ASD using electronic and digitized applications. The study adopted 65 features from Simplex Simon Collection (SSC) version 15 based on the Social Responsiveness Scale (SRS) which is a parent administrated questionnaire that is often utilized to measure autism traits. In the experiments of machine learning algorithms, the authors pre-processed the data by removing cases and controls that have more than four missing answers in their sheets. Thus limiting the input dataset with data samples with <5 missing answers. Furthermore, the authors employed forward feature selection to reduce data dimensionality to less than ten features and adopted cross validation during the training phase of the classification algorithms. Moreover, under sampling to balance the class labels was performed before building the classification model and the authors adjusted the data by under sampling to a ratio of 1.5:1 (ASD to ADHD). After experimentation, six features from the SRS data remained present after pre-processing. The majority of the considered machine learning algorithms, especially the functions based ones such as Logistic Regression, achieved high classification accuracy (mostly greater than 95%) whereas decision tree based algorithms such as Random Forest achieved an unacceptable accuracy. There was no clear mechanism on the way forward to discover the hard cases overlapping between ASD and ADHD.

Mythili and Shanavas, investigated the problem of pre-diagnosis of ASD on a non-clinical case (fixed dataset) using a number of machine learning predictive approaches; particularly Neural Network, Support Vector Machine, and Fuzzy Logic. The authors have used a simple dataset (100 samples) consisting of three attributes (Language, Social, Behavior) and a class attribute named Autism Level (Mild, Moderate,
There is no information whether the data was ready or had been collected, and the data size is very limited. The authors utilized the WEKA software tool for testing the different classification approaches on the data without mentioning what classification algorithms have been employed and why. Very limited experiments were conducted along with a number of decision tree methods. Furthermore, no results discussion was provided on obvious correlations between the three attributes and the class label. The article of Mythili and Shanavas, has insufficient data and no clear methodology or analysis, and therefore its results cannot be generalized. However, we can consider using machine learning for self-diagnoses of ASD as a promising research direction.

A medical diagnosis of autism is considered crucial to validate and often this validation is done by a clinical expert with proper screening instrument. The formal diagnosis frequently takes hours and relies on:

1. The case complexity to be diagnosed
2. The clinical diagnoses procedure followed
3. The expertise of the clinical professional

One recent claim of speeding the autism diagnoses procedure of ADOS-R (Module 1) based on machine learning has been discussed earlier by Wall, et al. Nevertheless, shortcomings related to result analyses have been highlighted with rationale in Bone et al. The authors have argued that the problem of classifying autism using machine learning is not straightforward and requires careful consideration of clinical procedural setup. Precisely the following pitfalls in Wall et al.’s article have been identified by Bone et al.:

1. Despite the claim of the reduction in number of features (codes) in the ADTree classifier constructed from the input cases to 8, all tasks and activities of the ADOS-R test must yet be performed and therefore no administration time reduction is observed. The full ADOS-R test must be conducted before building a classifier using ADTree algorithm in WEKA.
2. The validation of ADOS codes can only be established within a clinical environment. Yet the authors of Wall et al. (2012a) have claimed that ADOS codes can be self-administered, and this claim needs more substantial supporting evidence.
3. The data has been reduced by discarding important cases representing a heterogeneous category. Presence of this class will influence the resulting error rate of the machine learning algorithm.

Tenev, et al., investigated Support Vector Machine applicability in distinguishing ADHD subtypes using a sample of 67 adults with ADHD and 50 controls based on the power spectra of EEG measurements. The participants were recruited and assessed for neurophysiological responses in a distraction free environment in which each individual tests lasted approximately 90 minutes and EEG was recorded with a Mitsar 19-channel QEEG system. Data collected has been divided based on each ADHD condition and then forward sampling has been employed before applying machine learning. On each data partition a Support Vector Machine has then been trained to derive classifiers. This machine learning approach was able to differentiate among ADHD conditions for at least the adult cases and controls used. Behavioral attributes from ASD diagnostic tools were not utilized in this study, rather using data collected from EEG measurements for power spectra data.

A number of machine learning algorithms have been applied by Pratap, et al., on a dataset based on the Childhood Autism Rating Scale (CARS) diagnostic tool. CARS is a behavioral rating scale usually employed for testing symptoms related to ASD. The authors aim was to measure the effectiveness of the probabilistic Naive Bayes technique as well as Artificial Neural Network based on a Self Organizing Map (SOM-ANN) using sixteen features dataset with 100 cases of children between two to three years old. The authors divided the target class into four possible
values: Normal, Mild-Moderate, Moderate-Severe and Severe. After experimentations, the results indicated that when probabilistic model or ANN predictive models are integrated with unsupervised learning methods such as K-Means clustering, the results of detecting ASD cases improve at least on the dataset used. A later study, Pratap and Kanimozhiselvi, by the authors on the same dataset showed that SOM predictive models with a single input and four outputs when preceded by unsupervised learning method can increase the accuracy of detecting children with ASD based on CARS tests. However, these two studies have utilized a very limited number of children besides the dataset employed, and have not been verified by other researchers or made available within known autism research centers.

**Machine learning in ASD classification**

*Conceptual issues and suggestions*

*Is it really a diagnosis algorithm?*

Most current studies claim derivation of a machine learning method for automatic ASD diagnosis whereas in most cases the researchers are merely adopting existing machine learning algorithms and applying them separately on autism datasets. All machine learning articles for autism have adopted existing software packages for predictive models, like the ones in WEKA, R, and LIBSVM, to use on an input dataset with ASD, ADHD and non-ASD cases and controls. Common algorithms employed in the training phase are Support Vector Machines such as in the studies of Bone, et al., Duda, et al., Kosmicki, et al., Logistic Regression and Decision Trees such as in Wall et al. and Wall et al. and SOM and Naïve Bayes such as in Pratap and Kanimozhiselvi, and Pratap et al.

The main aims were to enhance sensitivity, specificity, and classification accuracy besides differentiating between ASD and ADHD. Therefore, different versions of the input dataset (different features) are trained to maximize the aforementioned measures and the version that yields the best performance results is claimed to be the ASD predictive system. This means if a different dataset with little variation in features is used, a new possible system will be the outcome and thus the systems derived earlier are no longer valid. Thus, the ASD classification systems’ predictive powers in all the current studies rely heavily on the input features besides sampling and feature selection methods.

The classification process within machine learning is automated and on the fly, not a standalone problem with a static training data that gets trained using machine learning algorithms. Rather, it is a complex dynamic process. We expect the process of medical diagnosis of ASD to be automated, and with the presence of appropriate medical staff as a decision maker inside a clinic. This necessitates:

(a) The classifier to be embedded within the medical screening tool
(b) The case under examination to be the test data case
(c) A knowledge base (classifier) that can be amended periodically based on the classified test cases and a training dataset that grows exponentially.
(d) The diagnosis to be taken within a valid environment

Unfortunately, none of the above conditions hold in these studies. The aforementioned studies deal with the problem of ASD classification from a static manner whereas existing machine learning algorithms are merely applied on an historical ASD dataset. Then, a classifier is built without measuring its impact inside the true diagnostic tool. In other words, the hand crafted rules inside the diagnostic tool must be replaced with the automated classifier to show the effectiveness of machine learning with respect to time, accuracy, sensitivity, and specificity. Hence these studies can be seen as promising research, but not complete classification systems for ASD or even diagnostic methods.
We believe that very limited examination of the machine learning perspective in autism research literature has been conducted, in particular, on the validation process of the “adopted” machine learning algorithms for ASD. Hereunder are the steps needed to fulfil a claim of developing an automated predictive ASD classification model:

(1) Input: A historical case and controls, a machine learning algorithm, a diagnostic tool (ADOS-R, ADI-R, etc), specialized licensed clinician.

(2) Process:

(3) Pre-processing the data (optional)
(4) Integrating the machine learning algorithm within the diagnostic tool
(5) Training on the data using the machine learning method
(6) Building the classifier which will be the predictive ASD model
(7) Replacing the original handcrafted rules of the diagnostic tool with the classifier
(8) Reading a new test case using the diagnostic tool
(a) Generating the evaluation results and providing them to the licensed clinician
(b) Diagnose the test case by the licensed clinician

Overall, current research studies that have been conducted have not yet integrated their machine learning models within standardized tools like ADOS-R, ADI-R, etc., so we cannot pragmatically rely on the classification power of these machine learning models. This is since the quality of the outcome and the decision made depend on the specialized licensed clinical staff that at this moment cannot be replaced with just an automated model.

**Simplifying the problem to binary classification**

In the majority of the research studies that employed machine learning in ASD diagnosis, the datasets used in the experiments contained only two class labels, e.g. ASD and Non-ASD. This makes the problem under consideration a binary classification problem, and ignores the fact that ASD can be decomposed into further classes like “Light Autism”, “Severe Autism”, etc. Researchers further simplify the autism classification problem by only considering clear cases of ASD and non-ASD in the datasets, ignoring cases that may have common features with other Pervasive Development Disorder (PDD) categories such as ADHD and Asperger Syndrome. This surely does not reflect the complexity of the problem which contains overlapping data cases among the class labels (diagnosis type), and the challenge is discovering the fine line that separates these cases. Existing studies such as Wall et al.\(^ {15}\) and Wall et al.\(^ {16}\) removed during the pre-processing phase any cases that are not clear ASD or non-ASD. These cases are hard to be determined because they may belong to multiple categories which can confuse the machine learning algorithm during detection, thereby increasing false positive results. This may also lead to generating biased classifiers that have unreliable performance in terms of sensitivity, specificity, and accuracy. This exercise is common at least among some of the existing studies involving the utilization of machine learning.

We recommend an in-depth analysis of the data before applying machine learning in which the dataset can be clustered using hierarchical clustering, which allows data that belongs to ASD to be decomposed into multiple hierarchies using divisive or agglomerative approaches. This enhances data presentation prior to the learning phase and could produce more advantageous results to the different stakeholders. These stakeholders are interested in further deconstructing the cases into sub classes rather than just two in order that more specific knowledge can be revealed. This may also improve the diagnosis process as well as the outcome of the classification which may associate the ASD case to the right medical assistant level.

Another possible recommendation is the use of predictive models that generate multi-label classifiers such as MMAC\(^ {41}\) or lazy classifiers.\(^ {42}\) These approaches allow generating extra knowledge, thereby minimizing the amount of tossed knowledge during the training phase on the dataset. Now,
since cases and controls in ASD may share common characteristics and there is overlapping among
the different PDD types in the data samples the suggested multi-label approaches may bring up the
additional knowledge representing the overlapping data samples in the diagnosis types as rules with
multiple labels. However, applying a multi-label algorithm requires careful data transformation.

**Reduction of diagnostic time**

Another serious problem is that some of the current machine learning studies such as Duda et al.,\textsuperscript{13} claimed that machine learning models they evaluated reduced the time of ASD pre-diagnosis or even in
some cases like Wall et al.\textsuperscript{16}, the actual clinical diagnosis. The reduction of time strategy in these studies
is carefully selecting the features of the input dataset before applying a machine learning algorithm or
looking into the features that are present in the predictive models. These features are usually based on
existing diagnostic tools like ADOS-R, ADI-R and others. Since these features can be large, researchers
employed feature selection based on either filtering or wrapping methods\textsuperscript{43} so they can only keep
effective features that have direct influence on ASD classes. Hence the hypothesis put forward by
scholars in the above studies is to reduce the input data dimensionality and minimize the time taken to
build the model, thus diagnosis efficiency with respect to time improves.

The approach toward selecting effective features is promising when the aim of the study is to
identify smaller sets of influential features. However, if the aim is to reduce time of diagnosis of an
ASD tool, all features of the current tools must be collected first by a licensed clinician and therefore
no reduction of time is possible during the diagnosis process. The claims of Duda et al.,\textsuperscript{13} and Hall,
et al.\textsuperscript{44} can only be valid if the actual diagnostic tool is adjusted to accept only 6, 8 or 10 features,
which means in practice proposing a completely new ASD diagnostic tool. However, this proposal
requires major comprehensive research, testing and evaluation from behavioral scientists and clinical
psychologists before it can be deemed a success.

A direction toward research surrounding the ranking and grouping of features related to
diagnostic tools is promising. However, the claim of reducing the time needed for the diagnoses is
still yet to be achieved since the reliability and validity of using a reduced set of features in existing
diagnostic tool has not yet been tested or even implemented. The current practice of using feature
selection methods to reduce dimensionality of a standalone ASD dataset and then applying machine
learning methods on the selected features does not necessarily mean a reduction in the ASD
diagnoses time. A more serious approach will be investigating the influence of the data reduction
during actual diagnoses and by a fully licensed clinician compared with the results of those derived
when the complete features are utilized.

**Understandable machine learning classifiers is imminent**

Most of the current studies on ASD using machine learning have adopted existing algorithms to
enhance certain evaluation measures such as AUC, classification accuracy, time needed to construct
the model, and others. Examples of these studies are

- Duda, et al.\textsuperscript{13} which adopted six machine learning algorithms and applied them on a dataset of
2925 cases from SSC to distinguish ASD cases from ADHD cases. The algorithms employed are
Support Vector Machine, two Logistic Regression methods, Categorical Lasso, C4.5, and
Random Forest.
- Wall et al.\textsuperscript{15} and Wall et al.\textsuperscript{16} applied fifteen algorithms, mainly decision tree based, against a
dataset based on the ADI-R tool from AGRE repository.
- Pratap and Kanimozhiselvi,\textsuperscript{38} and Pratap et al.,\textsuperscript{24} applied a number of supervised and unsu-
servised machine learning methods (Naïve Bayes, SOM, K-Means, etc.) on a 100 instances
collected using CARS diagnostic tool.
The aims of the above mentioned studies were either faster screening by minimizing features used by the machine learning algorithm or improving classification accuracy, specificity, or sensitivity. None of the above approaches paid high attention to thoroughly analyze classifiers derived to find sharp lines, for instance between ADHD and ASD cases as in Duda et al.\textsuperscript{13} In fact, researchers tried to select the algorithm that maximizes accuracy and using the smallest needed features. Hence the main criteria used is to maximize certain statistical measures without paying high attention to the knowledge derived and whether such knowledge is advantageous for the decision maker and other stakeholders in understanding autism and its diagnostic process.

Covering and rule based classifications can be seen more advantageous to ASD research for the below reasons:

(1) Their classifier contains easy If-Then rules that different stakeholders, including the clinicians, parents, care givers, etc., can easily interpret and exploit. In fact, this rule set can serve as a decision making tool in clinics. This is unlike the complex outcomes of current machine learning methods used in ASD such as Support Vector Machine, Logistic Regression, and decision trees.

(2) The classifiers derived are smaller in size with respect to the number of rules and hence it will be easy to control and maintain by the end users. End-user can amend the classifier by adding human knowledge without drastically changing the content of the classifier. This is unlike other machine learning methods such as decision trees or random forest that require reshaping the entire classifier in case of any addition or removal of knowledge.

(3) Each rule represents a correlation between a number of features values and class value, so a better understanding of the features and their impact on the ASD class is obtained.

(4) Rule based classifiers have shown promising results in other domain applications such as medical diagnoses, web security, stock market, and credit card scoring among others.

Lastly, results represented as rules can help specialized and computationally literate clinical staff understand the nature of the autism classification problem in order to come up with potential domain specific machine learning algorithms in near future.

**Data and features issues and suggestions**

The unavailability of benchmarked proceeded data repository

One noticeable challenge associated with autism behavioral data analysis research is the unavailability of processed benchmarked datasets that researchers have “agreed” on for the use of machine learning. Currently, there are multiple sources of autism classification datasets, particularly Boston Autism Consortium (AC),\textsuperscript{32} AGRE,\textsuperscript{31} National Database of Autism Research (NDAR)\textsuperscript{38} and Simon Varian in Individuals Project (SVIP) (Simons VIP, 2012). Regrettably, the majority of the current studies conducted on machine learning using the aforementioned datasets vary in the ways researchers have processed the initial dataset under investigation. In particular, researchers such as Bone et al.,\textsuperscript{12} Duda, et al.,\textsuperscript{13} Kosmicki, et al.,\textsuperscript{40} Bone et al.,\textsuperscript{14} Wall et al.,\textsuperscript{15} and Wall et al.\textsuperscript{16} have all employed different “versions” of the original datasets that may vary in the following characteristics:

- Size (number of cases)
- Features selection
- The actual diagnostic tool that produced the codes
- Features in the dataset
- Sampling and bootstrapping
- Cross validation (shown as CV in Table 2)
Aim of the test: simple binary classification (ASD, non-ASD), multi-class classification (Autism, Autism Spectrum, No autism), differentiating ASD from ADHD, etc.

Pre-processing settings of the original data. Some researchers, i.e. Wall, et al., Wall, et al., decided to merely remove the “Autism Spectrum” class. Others like Duda, et al., have decided to only keep instances that have less than five missing answers. All other instances have been discarded before training on the predictive model.

By not agreeing on a universal autism behavioral data for machine learning, discrepancies among researcher results may exist even for the same dataset, which complicates other researchers’ ability to validate them. This case was clear in particular between two research groups, Duda et al. (2015), Wall et al., and Wall et al., in which Duda et al. reproduced results that are totally different than Wall, et al., using the same dataset. Certain steps taken by Wall, et al. in preparing the data and analysing the outcome after applying the machine learning algorithms are delegitimized by this fact. There are urgent needs for:

(a) Developing a behavioral data repository for ASD classification for the use of machine learning researchers. These datasets can be accessed by scholars who are interested in conducting research on ASD classification and hence quicker progress can be achieved. All relevant anonymity and ethical consideration procedures can be set prior to accessing the dataset.

(b) Sharing datasets among scholars working on ASD from both machine learning and behavioral science fields. We were unable to obtain processed data from scholars who published in ASD classification so we can reproduce results for validation and verification. Ethics and confidentiality agreements prevent the accessing of data, even if just for the purpose of replicating results.

Overall, in ASD behavioral research, there is no single dataset that researchers can exploit for machine learning data analysis. Extensive pre-processing is required since making the data ready for mining requires multiple necessary steps such as feature selection, ranking, noise elimination, cross validation, and sampling. Therefore, most of the current studies have processed different versions of the same dataset, which will make it hard for others to reproduce the results for validation and reliability reasons. One may claim that ASD data is sensitive and granting access should go through a screening process or data ownership. We are not objecting to either case, though we believe that for the validity of any published results on machine learning for behavioral science the authors should make their data available by publishing its revised version(s) in data prospective source webpages so other researchers can use, confirm, and pursue new research directions.

Imbalanced datasets
Most of the datasets employed in deriving evaluation measures of ASD (sensitivity, specificity, error rate, AUC, etc.) are imbalanced with respect to class labels. According to Table 2 almost all studies on machine learning for ASD classification have used imbalanced datasets. This limits any statistical power and may demand extensive pre-processing to ensure the reliability and validity factors of the resulting figures later on. The imbalanced issue is attributed again to the limited data resources and costs associated with recruitment of ASD cases in this application.

There are attempts to minimize this issue by either replicating the original minority class instances (non-ASD data) or to removing data instances that belong to the majority class label (ASD). The former strategy is called over-sampling while the latter strategy is referred to as under-sampling. Over-sampling methods were employed in Wall et al., and Wall et al., to balance the class in the dataset. This balancing approach is normally criticized by scholars of being time consuming, and demanding high computing resources besides potentially overfitting the training.
### Table 2. Sample of studies on the use of machine learning for ASD classification in behavior science.

<table>
<thead>
<tr>
<th>Year</th>
<th>Diagnostic Tool</th>
<th>CV Selection</th>
<th>Feature Selection</th>
<th>Machine Learning Methods used</th>
<th>Software</th>
<th>Data size and source</th>
<th>Balancing</th>
<th># of features used to derive best results</th>
<th>best algorithm</th>
<th>Specificity %</th>
<th>Sensitivity %</th>
<th>Accuracy %</th>
<th>Publication Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>AQ</td>
<td>No</td>
<td>No</td>
<td>no machine learning</td>
<td>unknown</td>
<td>50 attributes (AQ), instances: 1000 ASD, 3000 non-ASD</td>
<td>no</td>
<td>10</td>
<td>no algorithm</td>
<td>Adult 91%</td>
<td>Adult 88%</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>2012</td>
<td>ADOS (Modul 1)</td>
<td>Yes</td>
<td>No</td>
<td>16 algorithms (SVM, LG, Tree, Probabilistic and their variations)</td>
<td>Weka</td>
<td>29 attributes, instances: 612 ASD, 15 non-ASD, sources: Boston AC, AGRE</td>
<td>yes-simulation</td>
<td>7</td>
<td>ADTree</td>
<td>94%</td>
<td>100%</td>
<td>99.70%</td>
<td>15</td>
</tr>
<tr>
<td>2012</td>
<td>ADI-R</td>
<td>Yes</td>
<td>No</td>
<td>16 algorithms (SVM, LG, Tree, Probabilistic variations)</td>
<td>Weka</td>
<td>93 attributes, instances: 491 ASD, 75 non-ASD, sources: AGRE</td>
<td>yes-simulation</td>
<td>7</td>
<td>ADTree</td>
<td>93.8%</td>
<td>100%</td>
<td>100%</td>
<td>16</td>
</tr>
<tr>
<td>2014</td>
<td>CARS</td>
<td>No</td>
<td>No</td>
<td>supervised (Naive Bayes, SOM, Neural Fuzzy, LVQ Neural Network), Unsupervised (Kmeans, Fuzzy C Mean)</td>
<td>developed</td>
<td>16 attributes, instances: 100 sources: (Pratap, et al., 2012)</td>
<td>no</td>
<td>16</td>
<td>SVM and LR</td>
<td>89.39%</td>
<td>98.81%</td>
<td>98.27%</td>
<td>(module 2), 97.66%</td>
</tr>
<tr>
<td>2015</td>
<td>ADOS (Modules 2 and 3)</td>
<td>Yes</td>
<td>Yes</td>
<td>8 (SVM, LR, DT, Probabilistic variations)</td>
<td>R, Weka</td>
<td>28 attributes each module, instances: 3885 ASD, 665 non-ASD, sources: Boston AC, AGRE, NDAR, SSC, SVIP</td>
<td>stepwise forward</td>
<td>9 features for module 2 and 12 features for module 3</td>
<td>SVM and LR</td>
<td>89.39%</td>
<td>98.81%</td>
<td>98.27%</td>
<td>(module 2), 97.66%</td>
</tr>
<tr>
<td>2016</td>
<td>SRS</td>
<td>Yes</td>
<td>Yes</td>
<td>6 (SVM, LR, DT)</td>
<td>Scikit-learn</td>
<td>65 attributes, instances: 2775 ASD, 150 ADHD, sources: Boston AC, SSC, SVIP</td>
<td>backward and undersampling</td>
<td>5</td>
<td>SVM</td>
<td>56.20%</td>
<td>87.95%</td>
<td></td>
<td>12</td>
</tr>
<tr>
<td>2016</td>
<td>ADI-R and SRS</td>
<td>Yes</td>
<td>Yes</td>
<td>SVM</td>
<td>LibSVM</td>
<td>65 attributes, instances: 1264 ASD, 462 non-ASD sources: Boston BAC</td>
<td>stepwise forward</td>
<td>5</td>
<td>SVM</td>
<td>56.20%</td>
<td>87.95%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
dataset. The authors of Wall, et al.\textsuperscript{16} and Wall, et al.\textsuperscript{16} replicated instances of non-ASD minority classes using under-sampling techniques to balance out the original input dataset.

Recently, a study with 1:3 ratios between ASD and non-ASD instances was conducted by Bone, et al.\textsuperscript{22}, and was one of the serious attempts at balancing class labels in the input dataset. Moreover, Duda et al.,\textsuperscript{13} tried to avoid class imbalance in the dataset by using stratified cross validation and repeated under sampling. This allowed the model to learn from 90\% of the training dataset, and test the remaining 10\% repeatedly, over ten different times. In under-sampling the authors performed arbitrary ten samples on the majority class in the training and test datasets so they can end up with 1.5:1 ASD and ADHD in each sample set. Often under-sampling methods remove data instances from the majority class (ASD) to trade off the frequency distribution of the input dataset with respect to classes. However, as this sampling strategy discards “real” data instances for the majority class, the resulting predictive models may provide less useful knowledge that is vital for prediction as well as decision making.

Overall, given the sensitivity of autism application and its effect on human welfare, we believe that intelligent and domain specific sampling methods are necessary to guarantee reliable results that decrease the loss in statistical power by generalizing the models’ performance. Moreover, over-sampling seems more applicable to medical datasets with imbalance problems since the original dataset will not loss any instances given the sensitivity of application. Empowering over-sampling and under-sampling methods with an initial clustering phase though seems a way forward taken the fact that the process of data replication or data removal will be intelligent rather pure random. Hence, approaches such as Zhang, et al.\textsuperscript{45} and Yen and Lee,\textsuperscript{46} seem promising. For example, regarding under-sampling the input dataset is grouped into \(N\) clusters. The ratio of the majority class instances to the minority class instances is then taken to select instances that can be used for the training phase from different groups based on the computed ratio.

Furthermore, under-sampling approaches that utilize k-nearest neighbors from supervised learning are also appropriate for reducing randomization in the process of sampling, that is Chyi.\textsuperscript{47} In these approaches, the instances chosen for the majority class are obtained from different subsets of data based on a distance function metric.

Another common issue that could arise from processing imbalanced datasets is the disagreement on the evaluation measures used beyond the point of building the ASD predictive model. For instance, Kosmicki, et al.,\textsuperscript{40} has primarily adopted classification accuracy to measure the integrity of the classifiers derived whereas Duda, et al.,\textsuperscript{13} noted that accuracy measure is not appropriate for measuring classifiers generated from imbalanced datasets and hence UAR which integrates ASD recall and non-ASD recall is a more appropriate measure.

Lastly, there are attempts to integrate datasets from multiple sources in order to generalize the ASD predictive models’ performance and reduce class label imbalance data. Nevertheless, removing feature similarity before integrating cases and controls from multiple sources is a must. As we know some codes in the ASD diagnostic tools are similar, such as the modules in ADOS-R. Therefore, a better approach before data integration is to remove high similarity among features (codes) so the new integrated features will be dissimilar from each other and thus the correlation, “goodness,” of these features can be explicitly measured with the class (diagnosis type) during feature selection or even the diagnosis process.

**Feature selection**

Feature selection plays a significant role in the success or failure of the machine learning algorithms.\textsuperscript{48} Now, most of the existing ASD diagnostic tools are associated with a different number of features grouped on behavioral or social impairment characteristics. For instance, Autism Quotient (AQ) which is a measure for autistic traits for adults with autism is linked with fifty features, the SCQ has forty items and ADI-R contains ninety-three items. Current studies on machine learning for ASD have utilized one or more of the above mentioned diagnostic tools to derive predictive models. The ultimate aim of employing feature selection is to reduce the dimensionality of the input dataset and select the highest ranked features according to a specific threshold. Studies like Duda, et al.,\textsuperscript{13} applied the minimal
redundancy maximum relevance (mRMR) filtering method to rank features and Kosmicki, et al., adopted the stepwise back word selection method. Normally, two types of feature selection exist in the literature; one that sorts features based on a threshold and only derives features fulfilling the threshold, and another that extensively adds features and tests their impact on enhancing the accuracy of the predictive model. The former feature selection type is called filtering and the latter one wrapping. A typical filtering method like Chi-Square usually produces a ranked set of features quickly and hence filtering methods are time efficient. On the other hand, wrapping methods normally continuously tests each features’ effect before deciding to add that feature, and thus this type of feature selection is resource demanding and computationally expensive. The majority of existing studies on machine learning and ASD utilize wrapping methods.

Unfortunately feature selection methods normally deviate in their results and a feature with a higher rank by applying one method has a lower rank in another filtering method. For instance, if we run two common filtering methods, Information Gain or Chi Square, on the “Labor” and “Hepatitis” datasets from the University of Irvine data collection, we will end up with different chosen features. In particular, IG selects 14 and 17 variables from “Labor” and “Hepatitis” datasets respectively, using the predefined threshold of 0.01. Chi Square, however, selects three and nine features respectively from the same datasets using a predefined threshold of 10.83. Moreover, the feature selection results also may vary more significantly if the user has decided to use different thresholds other than the default. Hence, it is essential to come up with a global rank per feature. This example, although limited, illustrates high disparities in results obtained by applying feature selection methods. Therefore a comprehensive method that may reduce this discrepancy is needed. This method will stabilize the score per feature and increase confidence in its rank since the new score is obtained from multiple disparate methods.

To reduce the risks of results deviations, a filtering method that maintains each feature score and gives it a true rank is essential since it minimizes the instability in the scores without losing overall sensitivity, accuracy, and specificity of the expected predictive model. Good examples of such filtering methods are Rogati and Yang, Uncu and Türkşen, and Tsai and Hsiao. Finally, it is worth mentioning that machine learning studies in ASD normally choose the features using extensive filtering (wrapping). This means when adding a feature to the chosen feature set, and accuracy decreases, they stop the filtering process. However, this stopping criterion varies from one filtering method to another and thus the chosen features will only perform well on the dataset employed during the experiments and may perform poorly when another independent dataset is used. Therefore, generalizing the performance of the resulting model cannot be guaranteed.

Real data collection in clinical environment

Though traditional clipboards and data sheets are still commonly used to record data in clinical environments, registering data as accurately, reliably and validly as possible in real time is essential for the use of algorithms in diagnosing psychiatric disorders such as autism. Real time data can only occur through appropriate use of technology. This allows for the easy storage, pre-processing and sharing of data for future use and live data transfers. Simultaneously, clinical psychologists or behavioral clinicians could collect ASD data more spontaneously and meticulously with technology since children, adolescents and adults with autism react to changes in their environments swiftly. The use of technological methods and portable devices such as tablets, Personal Digital Assistants (PDAs) or even smartphones could make the clinical data collection easier, in real time. For instance, a child could be undergoing an autism screening during which the clinician observes hearing or visual signs of unpredictable behavior indicative of autistic traits. In such cases, jotting down notes or ticking “yes” to a question in sheets is replaced with simple video capturing of the child in that particular moment could accommodate the clinical data collection for a particular question. It is imperative to allow for live data collection and within the clinical environment using more recent innovative data collection and storage techniques so
A) More accurate data of several types are recorded and stored in a secure place
B) The machine learning algorithm will be able on the fly to perform data processing for classifying test cases and the test cases once classified become part of the historical dataset and can be used later during the training phase

For a conventional diagnostic instrument that utilizes machine learning approach to be effective, the aforementioned one or more of the available innovative data collection methods should be in use. However, since machine learning has not yet been embedded within a conventional screening method researcher in behavioral science and computational intelligence must consider the use of recent technological developments in data storage including both hardware, software and even cloud technologies while maintaining the specificity, security and sensitivity of the clinical setting of the autism diagnosis process.

**Conclusions**

One of the vital issues in autism research today is improvement of diagnosis type performance in existing diagnostic tools so that individuals can have more specific, improved, and faster service as early as possible. This can be accomplished in many ways, such as efficiently reducing the diagnosis time or increasing predictive accuracy of the diagnosis without compromising the validity or sensitivity of the test. In the last few years, scholars in behavior science started to adopt automated intelligent methods based around machine learning to accomplish the aforementioned goals.\(^\text{13,14}\) The application of machine learning in the discovery and diagnosis of ASD and other Syndromes such as ADHD and Asperger among others is nascent.

Machine learning methods have showed promising results in varying applications aside from ASD research. In particular, recent research studies in machine learning claimed one or more of the following

- New ways to diagnosis cases related to ASD
- Shortening time associated with the diagnosis process of ASD, or at least self-administered autism trait tests
- Reducing the features associated with existing ASD tools without hindering sensitivity, specificity, or the accuracy of the test
- Identifying the best ranked features that influence ASD
- Determining overlapped features among different types of PDD

However, current studies that applied machine learning in ASD research have not considered conceptual, implementation, evaluation, and data related issues. These issues are not limited to ways diagnostic tool features/codes are used, but include data cases that overlap in features, processing of noise, feature extraction and selection, measures employed during evaluation, and training dataset imbalances with respect to diagnosis type among others. More importantly, recent studies have not yet integrated the machine learning algorithm inside an existing ASD screening tool which makes machine learning adaptability to ASD incomplete. This article has examined and critically analyzed these recent machine learning studies on ASD and the aforementioned conceptualization, implementation, and data related aspects. For each investigated aspect, we recommended possible ways to enhance and validate machine learning use in ASD so that future research studies can take these conceptualizations, implementations, and data issues into consideration. This not only pinpoints these challenges but also serves as potential research directions concerning machine learning applicability as a predictive model in ASD research. Based on the diagnostic algorithms we believe that SVM is the most frequently utilized algorithm to derive ASD classification models due to its high predictive power during the learning phase. When integrated into an existing diagnostic tool, these predictive models particularly SVM can greatly serve experts and researchers as effective decision making tools.
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